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Existing DevOps infrastructures are: difficult to archive data, difficult 

to archive large virtual machines, large payments for cloud services and 

difficult to scale the infrastructure. By applying more convenient DevOps 

practices, an agile DevOps engine was designed. The proposed DevOps 

engine was deployed on the Docker container management platform and 

used separate Docker containers to deploy software applications and 

services to obtain the enterprise ready infrastructure by applying 

microservices architecture. The engine was evaluated with the same 

infrastructure in a cloud environment. According to the identified data 

and experimental results of the research study, the engine was 

performed fast execution speed. The host computer resources were 

utilized for the proposed engine. As well, container resource sharing was 

examined when shrinking and stretching containers. When transferring 

data within containers, the engine was secured since data were shared 

on directory paths. Furthermore, the engine performed more backup, 

portable and easy migration features. Advanced software engineering 

preliminaries and better Docker orchestration tools were applied for the 

proposed solution. The study found out that fast and light-weighted 

Docker containers help to ship the microservices software application in 

the enterprise-ready environment by utilizing host computer resources 

as the significance of the study. Cloud hosted Docker containers, three 

different software applications and a database management system 

container was used for the experiment.  Accordingly, the study 

investigated the launch of a stable DevOps engine with Docker. 
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1. Introduction

Software and the internet have changed the 

culture of all kinds of industries such as 

manufacturing, apparel, education, health, 

government etc. into the digital world. Before more 

years ago software and the internet were a very 

small part of a business and were merely supported 

to the industry. But, within the current industry 

platforms, software and internet are an integrated 

component of the businesses and it plays a major 

role: for example, banking, bill payments, purchasing 

and factory automations. The usage of software and 

the internet makes an easy platform for companies 

to interact with customers by providing a huge 

amount of services. Other than that companies use 

software to make more values for their day to day 

operations like supply chain management, logistics, 

communication and operation. Mainly manufacturing 

and production companies are moving their design, 

build, deliver and all other manufacturing stuff into 

an automated way. 

DevOps engineers play a massive role in the 

Information Technology industry to deliver the 

organizational software applications as a rapid 

service to the end users and clients. To deliver the 

final software applications, have to apply more tools, 

best practices and more ideologies to keep the 

standard of the delivery. DevOps engineers should 

have to engage in enhancing the product in a fast 

way rather than traditional software delivery and 

management process. If the DevOps enables to 

enhance the delivery process, it measures the 

efficiency of the team by market and customers. 

DevOps team needs to follow a set of practices and 

tools to accomplish their tasks without any delay. In 

the traditional way of DevOps, they can follow the 

manual process for every deployment process. But, 
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having a high velocity for the system application 

delivery is an essential factor. By driving with more 

speed, the process enables one to adapt to the 

changing market in a better way and expand the 

ideas efficiently with the business results. With the 

usage of some practices in DevOps, the protocol 

makes a quicker platform to enhance the updates of 

software version releases.  

To develop software products faster, increasing 

the frequency and pace of releases are needed. By 

increasing the bug fixing and new features adding to 

the platform faster, it enables to meet customer 

goals in a more advanced way and to meet the 

competitive advantage. To give a positive 

experience to the end-users, maintaining and 

ensuring the application quality and system 

infrastructure is needed. All changes in the system 

must be functional and safe. Monitoring the system 

performance in real time is required for DevOps 

engineers and system administrators while changing 

the infrastructure. 

To launch most computer system infrastructures, 

virtual machines were applied with the concept of 

virtualization. Virtualization is an old concept. Figure 

1 presents the architecture of the virtualization [14].  

 

Figure 1: Virtualization architecture [14] 

Hypervisor is the most important component for 

virtualization.  Hypervisor manages the infrastructure 

to run multiple compute hosts as virtual machine 

instances with a full operating system. Since each 

virtual instance consists of the full package of the 

operating system, the virtualization carries higher 

overhead to the infrastructure.  

The concept, “containerization” was introduced 

to the computing discipline to bring an alternative for 

virtualization. The containerization was designed to 

bring a lightweight infrastructure.  Figure 2 presents 

the architecture for the containerization [14]. The 

container engine is a main component of the 

container architecture and on top of the container 

engine, separate containers can be deployed.  Each 

container consists of full packages of dependencies, 

binaries and libraries which are essentially needed 

to run the software applications and services with 

the container. 

 

Figure 2: Container architecture [14] 

Within the practitioner most container vendors 

are available. Linux containers, Rkt and Docker are 

some of them. Among all of them, Docker is the 

most trending container classification. 

Docker is providing a platform to automate the 

application when they are deployed into containers 

[21]. After making any deployment or any execution 

on top of the Docker container, it makes an extra 

layer of deployment on top of the engine. Before 

deploying the source-code or application binaries 

into the production environment, it can test with an 

easy platform on Docker containers. Lots of 

comparisons have been done with containers and 

virtual machines by a lot of scholars. A container 

consists of executable application/s. All fundamental 

necessary software dependencies need to run a 

container. Containers are using Linux kernel 

mechanisms to allocate resources [26]. Engineers 

can allocate resources for the containers like 

network configurations, CPU and memory at the 

time of container creation. The “Density” is the next 

advantage of the Docker containers [11]. Docker is 

not combined with hypervisor and Docker uses all 

available resources of the host operating system. It 

causes the containers to run on a single host, with 

the virtual machines. Docker containers present 

higher performance with higher density. 

Currently below problems (Pi) were identified 

within the domain of DevOps when using the 

traditional DevOps practices. 

P1= Difficulty of archiving large computer 

systems infrastructure 

P2= Difficulty to update, maintain, migrate and 

scale the infrastructure 
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P3= Difficulty of using hardware & software in an 

efficient way 

P4= High cost scaling 

 Accordingly, the main objectives (OBi) of the 

study are: 

OB1 = To develop conceptual and technically 

containerized DevOps engine in order to orchestrate 

the containers architecture user friendly,  

OB2 = To present long time data consistency 

approach  

OB3 = To create an agile DevOps platform in 

order to make it easy to apply with DevOps 

practices.  

There were and there are a lot of discussions 

made on online forums to create containerized 

computer systems infrastructure platforms. Those 

forums presented only the experience of the authors 

without any theoretical proof.   

2. Material and Methods 

To overcome the identified problems and to 

achieve the overall objectives of the research study, 

an enterprise-ready DevOps engine was 

established. The proposed DevOps engine (named 

as Case 01) was established by using Docker 

container management platform on top of a Linux 

x86_64 Canonical Ubuntu 18.04.2 Long Term 

Support (LTS) operating system. Docker version 

19.03.9 was used for the experiment.  Six separated 

Docker containers were used to launch the 

infrastructure. For the deployment purposes and for 

the establishment of an enterprise-ready platform, 

fully functional microservices applications were 

used. Those applications were developed with most 

widely used and using technologies in the current 

day. Furthermore, the other selected software 

application services were mostly popular 

technologies in enterprise-environment. 

By using software application reusability as a 

software engineering preliminary, Docker trusted 

images were used from the Docker Hub [8] [24]. 

(Docker Hub is the public repository for Docker 

images and application templates). Three different 

microservices software applications were used to 

get the advantage of microservices software 

architecture within this research study. The selected 

software applications were developed by using three 

different software technologies. Apache Tomcat web 

server, NGNIX web server and Ubuntu: bionic (for 

Springboot application container) containers were 

used to deploy those three software applications. To 

facilitate the database management system 

services, MySQL database management system 

containers were used. For the establishment of 

continuous integration and continuous delivery 

(CI/CD), Jenkins container was launched. To 

support each software application build, one single 

access point was created. Other than that, the 

access point was for organizing all binary resources 

including property libraries and remote artifacts. That 

single access point is, in-house Jfrog Artifactory 

container. Docker containers were used to provide 

an isolated environment for the microservices 

applications.  

All Docker containers were mapped with “docker 

volumes” to create a long time data persistance 

approach. All key data and application path of each 

container were mapped on the path of 

/var/lib/docker/volume/ [24] on the host computer 

infrastructure. Figure 3 presents the pictorial way of 

architected DevOps engine.  

All launched Docker containers are following 

distributed computing architecture. To make the 

communication among each container, Internet 

Protocols (IPs) were defined. As well, the internal 

Docker network was defined. The internal network 

was with 172.17.0.0/16 as the subnet and 

172.17.0.1 as the gateway. For the internal and 

external data transactions, container ports and host 

ports were mapped with each container. Table 1 has 

presented the internal IP, container port and host 

port mapping with each container. 

Figure 3: Proposed DevOps engine on Docker 
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Table 1: Container IP & port mapping with host 
ports 

Container 
name 

Internal 
IP 

Container 
port 

Host 
Port 

Artifactory 
container 

172.17.0.2 8081 9090 

Jenkins 
container 

172.17.0.3 8080 9091 

MySQL 
container 

172.17.0.4 3306 9092 

Apache 
Tomcat 

container 

172.17.0.5 8082 9093 

Springboot 
container 

172.17.0.6 8080 9094 

NGNIX 
container 

172.17.0.7 80 9095 

To access each service from outside of the 

platform, “host IP:host-port” port mapping was 

needed to use. To access each service within the 

Docker platform, “internal IP:container port” port 

mapping was needed to use.    

After establishing the stable Docker platform, all 

Docker containers were archived as images inside 

the local Docker registry and converted to .tar file 

format within the host computer infrastructure.  For 

the monitoring and administrative purposes of the 

Docker platform, portainer.io tool was used instead 

of the traditional command line interface. 

To evaluate the proposed Docker engine, the 

same architecture was deployed in a virtual machine 

on a cloud environment. The corresponding virtual 

machine based infrastructure is named as Case 02. 

Case 02 was also launched within an internal cloud 

network.  

For the Case 02, each virtual machine was with 

2 virtual CPUs. 15GB memory allocation was for 

each virtual machine and network bandwidth was 

1Gbps. As well, for the proposed Docker engine, the 

host computer sever configurations are the same for 

above configurations of Case 02. 

3. Results and Discussion 

This research study was conducted to architect 

an enterprise-ready DevOps engine and evaluate 

the engine against traditional and existing common 

infrastructures. By considering the host computer 

resource usage & utilization, applied software 

engineering preliminaries, data transferring 

approach & network gap for the data transferring, 

infrastructure backup & migration, Docker platform 

monitoring were evaluated for the proposed engine. 

Furthermore, to get essential decisions for the 

DevOps platform, core measurements were 

identified within this research study.  [For the ease of 

presentation results, the following abbreviations 

were used for Docker containers namely CPU % 

and MEM % (the percentage of the host’s CPU and 

memory the container is using), MEM USAGE 

/LIMIT ( the total memory the container is using, and 

the total amount of memory it is allowed to use), 

NET I/O (the amount of data the container has sent 

and received over its network interface), BLOCK I/O 

(the amount of data the container has read to and 

written from block devices on the host) and PIDs 

(the number of processes or threads the container 

has created)] [7]. 

3.1. Resource usage & utilization 

To analyze the proposed system infrastructure, 

the engine was experimented over the same 

infrastructure on virtual machines on the cloud 

service (Case 02). Restarting time was measured in 

each container against the particular virtual 

machine. Accordingly, the below table 2 presented 

the data obtained by calculating the mean-restart 

time of each container-virtual machine paradigm for 

ten times. First column of table 2 presents the 

container/cloud instance name. Last two columns 

are presenting the mean restart time for each 

container and cloud instances. Mean restart time 

was measured in seconds (s).  

Table 2: Restart time consuming for containers 
and cloud virtual machines  

Service 
name 

Time-consuming for restart  

(s-seconds) 

Container on 
Docker 

Cloud 
insatnce 

MySQL 
service  

3.25 17.26 

Artifactory 
service 

3.45 21.21 

Apache 
Tomcat 
servcie 

4.26 23.14 

NGNIX 
service 

3.15 15.37 

Springboot 
service 

4.49 21.22 

Jenkins 
service 

6.05 31.47 

According to Table 2, the performance of mean-

restarting time was presented in a 1:5 

(approximately) ratio between containers and virtual 

machines in the cloud for each service. This depicts, 

approximately 83% of performance increment is 
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presented in containerized engine approach than 

cloud instances. 

According to container resource usage of the 

host, below statistical data were calculated for the 

Jenkins container. Table 3 depicts the data which 

has been collected when the Jenkins container was 

in normal up and running state. While executing 51 

PIDs, the container consumed 13.86% mean 

memory usage and 1.84% mean CPU from the host.  

Table 3: Jenkins container resource usage 

Container Name Container for Jenkins 

Container ID  b4d6ba6100c3 

CPU %  1.84 

Memory usage/ Limit 2.035GiB / 14.68GiB 

MEM % 13.86 

Net I/O 1.09GB / 2.28GB 

Block I/O 4.71GB / 1.55GB 

PIDs 51 

When the Jenkins container makes a software 

deployment, it performed 38.21% mean CPU usage 

from the host. But sometimes CPU usage was more 

than 100%. The proposed engine was launched on 

a multi-core operating system and the host was 

parallelized to all processes with many cores to get 

the benefit of the containerized approach.  Hence 

most of the time, the Jenkins container consumed a 

minimum number of host resources for the normal 

execution. When the Jenkins container makes a 

deployment, it was consumed high performance and 

the container was scaled(stretched). Hence the 

container used the maximum resource stream. After 

the deployment, the container was shrunk and the 

container became normal as mentioned in above 

table 3. 

Lot of literature had presented that isolated an 

environment is most suitable for microservices 

approach. Hence both two cases (Case 01 – the 

proposed containerized engine & Case 02) were 

launched to maintain the isolated environment. 

Below table 4 has presented host computers’ 

resource measurements. To generate the 

experimental results, the mean values for each 

metrics were calculated by considering 30 days of 

performance with a one-hour interval per day. 

Particularly those metrics are CPU utilization 

[Activity level from CPU. Expressed as a percentage 

of total time (busy and idle) versus idle time.] and 

memory utilization (Space currently in use. 

Measured by pages. Expressed as a percentage of 

used pages versus unused pages). In table 4, the 

first column was used to denote the particular case 

and the second column was to denote the name of 

the cloud instance. CPU utilization and memory 

utilization was calculated as a percentage. 

According to the collected measurements for 

both Case 01 & 02: Case 01 had utilized host 

computer resources. According to the microservices 

architectural software applications and services, all 

applications and services were executed on top of 

the host in Case 01. The Case 01 has provided an 

isolated environment for each application by using 

Docker containers.  The Case 02 has given an 

isolated environment for each by using different 

cloud instances. Ultimately, the Case 02 has wasted 

more computer resources. Hence the proposed 

approach has proved that a containerized approach 

is more suitable than Case 02 according to the 

selected use case on behalf of resource utilization 

for the research study. 

Table 4: Host computer CPU & memory 
utilization for both cases 

Cases Cloud 
Instance 

Name 

CPU 
utilization 

(%) 

Memory 
utilization 

(%) 

Case 
(1) 

Docker host 
instance 

47.862 51.468 

Case 
(2) 

Instance for 
NGNIX 
service 

0.137 3.488 

 Instance for 
springboot 
service  

0.353 4.261 

 Instance for 
Apache 
Tomcat 
service 

0.484 5.972 

 Instance for 
MySQL 
database 

0.322 5.854 

 Instance for 
Jenkins 

0.297 3.183 

 Instance for 
Artifactory 
service  

0.195 3.682 

The figure 2 demonstrates the CPU utilization of 

the host of Case 01 – proposed containerized 

DevOps engine. Figure 3 shows the CPU utilization 

for NGNIX host in Case 02 of only one host among 

the six hosts as shown in table 4. It is difficult to 

compare the overall performance of Case 01 and 

Case 02 since in Case 02 consisted with six cloud 

computer instances. Hence in this research study, 

Case 01 & Case 02 were not compared over the 

host resources. But resource utilization of Case 01 

and resource wastage of Case 02 hosts were 

presented in below graphs. 
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Figure 4: CPU utilization for Case 01 host 

Figure 5: CPU utilization for NGNIX host in Case 02

Within the DevOps platform, it is essential to use 

the host computer hardware and software effectively 

and efficiently. Within the enterprise platform, large 

amounts of payments are made for the computer 

resources. Therefore, usage of host computer 

resources in an optimized way is needed.   

3.2. Secured data transferring approach  

In the proposed engine, all software artifacts 

were transferred from the Jenkins data volume to 

the application data volumes at each 

build/deployment of the software. The artifacts 

transferring happened inside the host computer 

infrastructure. Linux cp command was used to 

transfer the artifacts from one location to another 

location on the local Docker registry. Since Linux 

scp command was used in Case 02, the artifacts 

were transferred between two hosts (For the Tomcat 

service in both cases: embedded Tomcat container 

was used inside the Jenkins service). Data 

transmission happened only inside the host 

computer infrastructure at the proposed DevOps 

engine model. But in the cloud based instance 

approach, data comes out from the host and the 

data were transferred within the virtual cloud 

network as cloud based instance approach was 

made a time delay to transfer the data. In the Linux 

scp command approach, logging credentials of the 

hosts were needed to share within other hosts: 

username & passwords and SSH keys.  Therefore, 

Figure 6: CPU utilization for NGNIX host in Case 02 
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sharing those credentials between other hosts will 

be a threat.  It depicts the security of the proposed 

engine is more than corresponding cloud based 

virtual machine approach or local virtual machine 

approach. 

3.3. Network gap for data transferring  

In both cases, each container and cloud 

instances were connected to an internal network. As 

discussed in immediate past sub section, all 

software build artifacts were transferred from 

Jenkins volumes to NGNIX, Apache Tomcat and 

Springboot container. Below table 5 has shown 

software artifacts deployment time for container and 

cloud instance environment.  

For the time calculation, mean deployment time 

had been calculated in ten situations of software 

artifacts build deployments. Fresh deployments had 

not been considered since these happened only for 

the initial deployments and any exceptional 

situations. 

According to the calculated mean deployment 

time, commonly cloud instances made some latency 

to make the deployment. For the Apache Tomcat 

service perspective, the deployment time gap 

between container platform and cloud instances 

platform is very few. In Case 02 (cloud instances), 

data transferring happened between separate hosts, 

but in Case 01, data transferring was inside the host. 

Therefore, the Case 02 had made some network 

gap between hosts rather than containers in Case 

01.  

Table 5: Deployment time calculation for Case 
01 & 02 

Service Container Cloud 
instance 

NGNIX service 45 s 62 s 

Springboot 
service 

57 s 67 s 

Apache Tomcat 

service 
128 s 131 s 

Fast iterations and continuous delivery are most 

the important criteria for the success of DevOps'. 

This is essentially to measure the time it takes to 

distribute the software and how often it is deployed. 

By tracking how often new code is deployed, the 

team and customer can track the development 

process. “Zero down time” is a most crucial task to 

maintain in the DevOps platforms to keep the 

software application availability continually. Even 

5(five) seconds delay is also being affected on the 

customer satisfaction. Therefore, omitting or 

mitigating the system down time was more essential 

and the proposed engine presented minimal system 

down time at each software version deployments. 

3.4. Infrastructure backup and migration  

For a well-established infrastructure backup 

procedure, all Docker containers were archived as 

Docker images after making a stable Docker based 

infrastructure in the proposed engine. Archived 

Docker images were saved inside the local Docker 

registry. To take out the images from the local 

Docker registry, all images were converted to .tar 

format. The converted .tar formatted images were 

able to migrate from the host operating system to 

another host. As well those images are portable. 

Hence the proposed DevOps engine had provided 

better and advanced backup options. As well the 

proposed engine showed an easy migration 

capability.   

Within Case 02, the infrastructure was 

established according to the traditional approach. 

Block volumes were attached to each cloud instance 

to archive key data of them. As well as boot volumes 

were attached for the booting purposes. To keep 

archived data in each block volume, payments were 

needed to be made for cloud service providers. 

Therefore, in Case 02 approach was made more 

budget consuming. But in the proposed 

engine(Case01) made free of charge to archive data 

in Docker volumes, but the approach was required 

to pay only for the block volumes of the host 

computer. Hence the proposed engine was 

performed with a less budget consuming approach. 

As it affects enhances the business profitability and 

reduction of unwanted payments is essential. Hence 

keeping Docker images is most suitable for an 

enterprise environment.  

3.5. Application of Software Engineering 

preliminaries  

To launch Docker containers, Docker trusted 

images were used from both the local Docker 

registry and open Docker community called Docker 

Hub. They are already configured with all packages 

which are needed to launch the container without 

installing manually. Since the software reusability is 

one of major preliminaries of the software evolution 

in the software engineering domain, particular 

containers were launched immediately as an easy 

platform to the DevOps activities. With the 

engagement of the reusability components in the 

proposed DevOps engine, the infrastructure 

designing and development were with both with 

reuse and for reuse (to launch the infrastructure, 

with reuse was applied and after launching the 

infrastructure by creating Docker images, for reuse 

was applied). The mounted data volumes were used 

to attach for several containers and therefore data 

reuse was applied. After migrating the platform, the 

new platform could implement the same 

configuration in the new platform. Hence 
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architectural reuse and design reuse was applied. 

After migrating the DevOps engine, any containers 

did not lose any executable code or application 

binaries. Therefore, program reuse was applied to 

the proposed DevOps engine [24].   

3.6. Docker platform monitoring and 

administering  

To monitor and administrate the Docker 

container platform, portainer.io tool was used. 

Excepting initial Docker configurations, all Docker 

activities can perform by using portainer.io tool: 

container creation, Docker network management, 

volume management, image creation, Docker 

container performance graphically monitoring, and 

etc. Portainer.io is a container based service, 

providing a better graphical user interface. To 

perform the internal functions of Docker containers, 

an embedded command line interface was provided 

in the portainer.io tool.  

The table 6 was created using basic executing 

statistics of the portainer.io container. Portainer.io 

container executed 11 PIDs in the container. But the 

container consumed 0.14% mean CPU performance 

from the host computer CPU. As well as it 

consumed 0.1% mean memory performance from 

the host out of the total amount of the memory it is 

allowed to use. Hence, portainer.io totally consumed 

very low performance from the host. Since 

portainer.io container does not bring higher workload 

to the host. Therefore, portainer.io is a better tool to 

manage and administrate the Docker environment. 

Table 6: Portainer.io container resource usage 

Container Name Container for 
Portainer.io 

Container ID  a93c20a25dbb 

CPU %  0.14 

Memory usage/ Limit 15.23MiB / 14.68GiB 

MEM % 0.1 

Net I/O 22.8MB / 175MB 

Block I/O 17.74 MB / 2.44GB 

PIDs 11 

Decision making is the most crucial task in the 

DevOps industry. To create an enterprise-ready 

platform, DevOps engineers have to look at more 

considerations. Those considerations are cost 

optimization for the platform, security of the platform, 

network gap of the distributed components, 

hardware & software effective usage, hardware & 

software usage efficiency. The main recognition is 

that the decision of the DevOps is dependent on the 

use case. The characteristics of the use case are 

technologies, tools, source code optimization, end-

user requirements and client requirements. It depicts 

above proved results may be changed for another 

use case. 

4. Conclusion 

In this research study, an enterprise-ready 

system infrastructure was launched on top of the 

Docker container management service by using 

software applications and services which are 

commonly used in the enterprise-ready environment. 

The portainer.io was a better orchestration solution 

with a user-friendly, web-based interface for Docker 

containers to govern the Docker platform than the 

command-line interface. Therefore, portianer.io tool 

was recommended for better Docker management. 

After creating a stable Docker containerized DevOps 

engine, the author recommends to archive the 

containers as Docker images and .tar format. Those 

archived .tar formatted file can be used to extend 

the backup process of the engine and migrate the 

engine from one host platform to another platform 

(to any operating system platform). It recommends 

mounting a Docker volume before launching a 

Docker container, to archive key data, logs and 

applications on the host. For the long-time data 

persistence of the engine, one or more Docker 

volume attaching is recommended. It helps the 

Docker volumes to recover the most important data 

of the container although the container was crashed 

or destroyed.  

According to the observed experimental test bed, 

the proposed containerized DevOps engine was 

proved theoretically and practically. Therefore, OB1 

objective was achieved within the study. The 

proposed engine was performed with advanced and 

higher approaches to archive data. Since it was with 

more data persistence protocol and it proves the 

OB2. Since the platform was used most of DevOps 

and software engineering practices and 

preliminaries. Therefore, that was answered for the 

OB3. 
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