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Abstract— Clustering is the power full technique for segment 
relevant data into different levels. This study has proposed K-
means clustering method for cluster web search results for 
search engines. For represent documents we used vector space 
model and use cosine similarity method for measure similarity 
between user query and the search results. As an improvement 
of K-means clustering we used distortion curve method for 
identify optimal initial number of clusters. 

Keywords— K-means clustering, Web Search, Search Engine, 

Vector space model, Distortion curve 

 

I. INTRODUCTION  

Internet usage is growing day-by-day. As a result web 
pages, documents, images, videos are growing massively. Web 
search engines like Google, Yahoo, Baidu retrieve the results 
when user request their query (e.g. There are totally 
641,000,000 matched results by query “food”, searched in May 
of 2010 in Google) [1].  But there are lots of webpages will 
appear relevant to users query. So, web search engine displays 
only few most ranked pages as a top results. Sometimes user 
need to navigate more pages to get his desired result. It’s 
depend on the ranking algorithm of the web search engine. 
Different search engine use different algorithm for rank search 
results. 

Search engines return millions of pages or documents in an 
answer to a query. The result becomes even larger if the query 
is ambiguous as search engines try to retrieve documents for all 
the possible meaning of a query. Clustering of search result is a 
way to summarize this large amount of documents in form of 
groups where group members share similar qualities. There are 
many clustering engines available like Kartoo, Carrot2, 
Vivisimo etc. As search result clustering is being widely 
researched [2]. Clustering data is an important pre-processing 
task in information mining that can lead to considerable results. 
Clustering involves dividing a set of objects into a specified  

number of groups. The data objects within each group 

should exhibit a large degree of similarity while the similarity 
among different clusters should be minimized. Some of the 
more familiar clustering methods are: partitioning algorithms 
based on dividing entire data into dissimilar groups, 
hierarchical methods, density and grid based clustering, some 
graph based methods, etc [3]. Most popular and widely use 
partitioning method is K-means clustering method. 

 

A. K-means Clustering 

K-Means Clustering is a method used to classify semi 
structured or unstructured data sets. This is one of the most 
commonly and effective methods to classify data because of its 
simplicity and ability to handle voluminous data sets. It accepts 
the number of clusters and the initial set of centroids as 
parameters. The distance of each item in the data set is 
calculated with each of the centroids of the respective cluster. 
The item is then assigned to the cluster with which the distance 
of the item is the least. The centroid of the cluster to which the 
item was assigned is recalculated. One of the most important 
and commonly used methods for grouping the items of a data 
set using K-Means Clustering is calculating the distance of the 
point from the chosen mean. This distance is usually the 
Euclidean Distance. 

     ∑ √(     )
 

 

   

                                              (1) 

Where;      – Euclidean Distance,    -  
   Point in cluster and 

  – Number of points in cluster 
 

The next important parameter is the cluster centroid. The 
point whose coordinates corresponds to the mean of the 
coordinates of all the points in the cluster. The main objective 
of the algorithm is to obtain a minimal squared difference 
between the centroid of the cluster and the item in the dataset 
[4]. Main drawback of K-means clustering is determining 
initial cluster centroids. Many techniques proposed to 
overcome above issue. Here I am going to use distortion curve 
(Lbow method) method to overcome this problem. 

B. Vector Space Model 

 

Vector space model or term vector model is an algebraic 

model for representing text documents (and any objects, in 

general) as vectors of identifiers, such as, for example, index 

terms. Each point in vector space represent a document. V = 

{v1, v2, . . . ,vt}, where vi is the weight of dimension i in vector 

space and t is number of terms. 
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C. Term Frequency–Inverse Document Frequency (TF-IDF) 

 

TF–IDF is a numerical statistic that is intended to reflect 

how important a word is to a document in a collection or 

corpus. It is often used as a weighting factor in information 

retrieval and text mining. Term frequency is the number of 

times the word appear in the document. TF can be represent as 

different ways like binary, raw frequency, log normalization 

etc. Here we use TF as log normalization. 

 

  (   )      (      )                                                     (2) 

 

  (   )   Number of times that term t occurs in document d 

The inverse document frequency is a measure of how much 

information the word provides, that is, whether the term is 

common or rare across all documents. IDF can also be 

represent as many ways like unary, inverse frequency, inverse 

frequency smooth etc. Here we use inverse frequency smooth 

method. 

   (   )      (     ⁄ )                                             (3) 

Where; N – Number of documents in the corpus,    – Number 

of document where the term t appears. 

 

Then TF-IDF is calculated as, 

 

     (   )    (   )     (   )                                  (4) 
 

D. The similarity matrix 

In the vector space model, the cosine similarity matrix is 
the most commonly used method to compute the similarity 
between two documents. 

 

Figure 1: Document representation in vector space 

Cosine similarity of the two documents can be represent as dot 

products of two normalized document vectors in vector space. 

     
    

‖  ‖‖ ‖
                                                     (5) 

Where      is the intersection (i.e. the dot product) of the 

document (d2 in the figure to the right) and the query (q in the 

figure) vectors, ‖  ‖ is the norm of vector d2, and ‖ ‖ is the 

norm of vector q. The norm of a vector is calculated as such: 

‖ ‖  √∑  
 
  

                                                       (6) 

 

II. LITERATURE REVIEW 

Clustering the web documents is one of the most important 
approaches for mining and extracting knowledge from the web. 
Recently, one of the most attractive trends in clustering the 
high dimensional web pages has been tilt toward the learning 
and optimization approaches. Mahdavi et al. (2007) proposed 
novel hybrid harmony search (HS) based algorithms for 
clustering the web documents that finds a globally optimal 
partition of them into a specified number of clusters. By 
modeling clustering as an optimization problem, first, they 
proposed a pure harmony search-based clustering algorithm 
that finds near global optimal clusters within a reasonable time. 
Then, they hybridize K-means and harmony clustering in two 
ways to achieve better clustering. Experimental results revealed 
that the proposed algorithms can find better clusters when 
compared to similar methods and also illustrate the robustness 
of the hybrid clustering algorithms [3]. 

Clustering of search result is undoubtedly a tool that can 
provide the summarization of the millions of documents in a 
way where a user can easily locate his/her information. To 
guide user to the right cluster of documents, cluster labels 
should be meaningful and correctly representing the clusters. 
However significant a cluster is, if the label is not proper, user 
will never select it. Mansaf Alama & Kishwar Sadaf (2014) 
presented a method to label clusters based on their linking 
information. Their cluster labeling method is independent of 
any clustering method but restricted to only search result 
documents. They used heuristic search method to find all the 
linked documents of a cluster. If all or some documents of a 
cluster share hyperlinks, then they deduced label from these 
linked documents’ titles using famous Apriori algorithm for 
frequent item-set mining. This removes the requirement of 
reviewing other members of a cluster in labeling process [2,3, 4 
and 5]. 

About the web document clustering, a major part of efforts 
have been concerned to the learning methods such as 
optimization techniques. This is mostly owing to the lake of 
orthogonally, and existing high dimension vectors. 
Optimization techniques define a goal function and by 
traversing the search space, try to optimize its value. Regarding 
this definition, K-means can be considered as an optimization 
method. In addition to the K-means algorithm, several 
algorithms, such as genetic algorithm (GA) [6, 7], self-
organizing maps (SOM) [8] and ant clustering [9,10] have been 
used for document clustering. 

As one of the most fundamental yet important methods of 
data clustering, center-based partitioning approach clusters the 
dataset into k subsets, each of which is represented by a 
centroid or medoid. In 2014 Jian-Ping Mei & Lihui Chen 
proposed a new medoid-based k-partitions approach called 
Clustering Around Weighted Prototypes (CAWP), which 
works with a similarity matrix. In CAWP, each cluster is 
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characterized by multiple objects with different representative 
weights. With this new cluster representation scheme, CAWP 
aims to simultaneously produce clusters of improved quality 
and a set of ranked representative objects for each cluster. An 
efficient algorithm is derived to alternatingly update the 
clusters and the representative weights of objects with respect 
to each cluster [11,12 and 13]. 

Fersini, Messina & Archetti (2009) presented a document 
clustering method, which takes into account both contents 
information and hyperlink structure of web page collection, 
where a document is viewed as a set of semantic units. They 
exploited this representation to determine the strength of a 
relation between two linked pages and to define a relational 
clustering algorithm based on a probabilistic graph 
representation. The experimental results show that the 
proposed approach, called RED-clustering, outperforms two of 
the most well-known clustering algorithm as k-Means and 
Expectation Maximization [14, 15 and 16]. 

Both general-purpose and text-oriented techniques exist 
and can be used to cluster a collection of documents in many 
ways. Carullo et al. (2009) proposed a novel heuristic online 
document clustering model that can be specialized with a 
variety of text-oriented similarity measures. An experimental 
evaluation of the proposed model was conducted in the e-
commerce domain. Performances were measured using a 
clustering-oriented metric based on F-Measure and compared 
with those obtained by other well-known approaches. The 
obtained results confirmed the validity of the proposed method 
both for batch scenarios and online scenarios where document 
collections can grow over time [17]. 

Major drawback of the K-means clustering is to determine 
initial centroids. To find an appropriate value for k, we can use 
the method in to generate a distortion curve for the input data 
by running a standard K-means operation on all k values 
between 1 and Kmax. Then computed the resulting clustering 
distortion to find a specific range that features a minimal 
decrease in average diameter [18, 19]. 

III. METHODOLOGY 

Based on concept of K-means clustering below discussed the 

steps, 

Step 1: Select K initial cluster centroids, C1, C2, C3, ..., Ck. K 

number of observations is randomly selected from all 

N number of observations, according to the number 

of clusters, and these become centers of the initial 

clusters. In here we use different K values and repeat 

the process. 

Step 2: Proceed through the list of items. For each of the 

remaining N-K observations, assign an item to the 

cluster whose centroid is nearest (distance is 

computed by using Euclidean) and re-calculate the 

centroid for the cluster receiving the new item or for 

the cluster losing the item. 

Step 3: Repeat Step 2 until no more reassigning. Rather than 

starting with a partition of all items into K preliminary 

groups in Step 1, we could specify K initial centroids 

(seed points) and then proceed to Step 2 [20, 21 and 

22]. 

 
Figure 02: Clustering 

 

Sample R code for document clustering using K-means. 

 

library(tm) 

file <- "reut2-000.xml"  ### download reuters21578 data first 

(use first 1000 documents; 1984/85) 

reuters <- Corpus(ReutersSource(file), readerControl = 

list(reader = readReut21578XML)) 

reuters <- tm_map(reuters, as.PlainTextDocument) ## 

Convert to Plain Text Documents 

reuters <- tm_map(reuters, tolower) ## Convert to Lower 

Case 

reuters <- tm_map(reuters, removeWords, 

stopwords("english")) ## Remove Stopwords 

reuters <- tm_map(reuters, removePunctuation) ## Remove 

Punctuations 

reuters <- tm_map(reuters, stemDocument) ## Stemming 

reuters <- tm_map(reuters, removeNumbers) ## Remove 

Numbers 

reuters <- tm_map(reuters, stripWhitespace) ## Eliminating 

Extra White Spaces 

dtm <- DocumentTermMatrix(reuters)  ## create a term 

document matrix 

inspect(dtm[1:10, 5001:5010]) 

findFreqTerms(dtm, 100) 

findAssocs(dtm, "washington", .4) 

dtm_tfxidf <- weightTfIdf(dtm) ## do tfxidf 

inspect(dtm_tfxidf[1:10, 5001:5010]) 

 

## do document clustering ## 

 

m <- as.matrix(dtm_tfxidf) ### k-means (this uses euclidean 

distance) 

rownames(m) <- 1:nrow(m) 

norm_eucl <- function(m) m/apply(m, MARGIN=1, 

FUN=function(x) sum(x^2)^.5)   ###normalization 

m_norm <- norm_eucl(m) 

cl <- kmeans(m_norm, 10) ### cluster into 10 clusters 

cl 

table(cl$cluster) 
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plot(prcomp(m_norm)$x, col=cl$cl) ### show clusters using 

the first 2 principal components 

findFreqTerms(dtm[cl$cluster==1], 50) 

inspect(reuters[which(cl$cluster==1)]) 

findFreqTerms(dtm[cl==1], 50) 

 
Determine best K value by applying distortion curve. 

To find an appropriate value for k, we used the method in to 

generate a distortion curve for the input data by running a 

standard K-means operation on all k values between 1 and 

Kmax. In Elbow curve (or distortion curve) x axis represents 

number of cluster and y axis represents within groups sum of 

squares in clusters. We then computed the resulting clustering 

distortion to find a specific range that features a minimal 

decrease in average diameter. This value is the best K value 

for the given document set[23 and 24]. 

 
Figure 03: Distortion curve 

 

So, Major drawback of K-means clustering is to determine 

initial cluster centroids. By using distortion curve method we 

can identify optimal number of initial centroids for given 

search result. By using this method we can cluster web search 

results in better way. 

 

IV. DISCUSSION 

Clustering text documents is different than clustering other 
data. Before clustering the text documents we have to 
represents all the web search results using vector space model. 
After user input the relevant search query we measure 
similarity between each search results and the query then we 
analyze the results by using cosine similarity. 

Here we discussed K-means clustering method for cluster 
web search results from search engine. K-means clustering is 
the better way to segment web search results into different 
clusters according to their similarity. The major drawback of 
the K-means clustering is to determine initial centroids. Here 
we proposed distortion curve to find the optimal number of 
initial centroids. According to the above we computed the 
resulting clustering distortion to find a specific range that 
features a minimal decrease in average diameter.  

Increasing number of web pages and web documents, 
complexity of tasks of search engine increased. Whatever user 
input their query search engine is responsible for give best 
answer for their requirements. As an example if user input 
keyword as “Jaguar” there may be thousands of search results 
may appear. It is difficult to identify what user actually wants. 
May be he expect Jaguar Animal may be he expect famous 
Jaguar car. So, search engine can’t decide what he needs search 
engine shows the results as per the page rankings. Clustering 
search result is the better answer for above issue. Clustering 
can segment all the search results and user can easily navigate 
whatever he needs. 

There are several problems on search result clustering using 
K-means. Major limitations of K-means clustering are makes 
hard assignments of points to clusters. A point either 
completely belongs to a cluster or not at all. Another major 
limitation is it works well only for round shaped and of roughly 
equal sizes/density clusters. 

V. CONCLUSION 

In this discussion we proposed K-means clustering method 
for segment web search results in better way. For answer the 
major drawback in K-means clustering we used distortion 
curve method to decide initial cluster points .For web search 
result clustering K-means is better but increasing number of 
search results means need lots of power for clustering the 
results. Users are expecting better results as well as better 
speed. They will not satisfy if the results take longer time to 
display. So, answer above problem now search engine 
designers are moving into big data concept. Which will process 
the result in parallel way using MapReduce functions. 
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